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Principal’s Message

| am happy to note that the editorial board brings out newsletter for the period October to December
2018. It is great to find a considerable number of participants in co-curricular and extracurricular
activities which certainly prove that our staff and students are adequately equipped and possess

necessary skill-sets to bring such laurels to the institution.

Dr. C.V.Subba Rao

HOD’s message

Am very happy that our Computer science and engineering is releasing Newsletter. It is a platform to
bring out the hidden talents of students and faculty. The major strength of the department is a team of
well qualified and dedicated faculties who are continuously supporting the students for their academic
excellence. We have arranged several guest lectures and workshops for our 2nd, 3rd and 4th year
students in this semester. The department has already applied for the NBA accreditation. | hope the
NBA committee will be visiting our department in the coming semester. So let us work together for the
achievement of this goal. | would like to thank all my colleagues for their tireless efforts to help the

department progress at a very steady pace.

Mr. T.V.Subrahmanyam




Department of Computer Science and Engineering

The Department of Computer Science & Engineering was started in the year 2008. With an
intake of 60, now total strength of the department is 480. The college conducts the
examinations and the degree is awarded by JNTUK Kakinada. University incorporates latest
developments in Basic Computer Science, Programming, Application development,
Communication, Data mining and warehousing and allied fields in a dynamic fashion so that the

student is exposed to the latest technological advancements during the course of study.

Vision of the Department

To produce highly knowledgeable computer science and engineering professionals comprising
of technical skills & competence to meet the global requirements embedding with research,
ethical values and societal commitment.
Mission of the Department
e Impart quality education in computer science and engineering through innovative
teaching and learning methodologies.
e Conduct industry ready skill development programs to bridge the gap between
academia and industry to produce competitive software professionals with research and
lifelong learning.

e Inculcate team work, ethical values to make them socially committed professionals.

Program Educational Objectives (PEOs)

PEO 1: Graduates will have solid foundation in fundamentals of computer science and
engineering required to solve computing problems and create innovative software products
and solutions for the real life problems.

PEO 2: Graduates will have technical competence and skills to use modern and cost-effective
tools and technologies and have extensive and effective practical skills in computer science and
engineering to pursue a career as a computer engineer.

PEO 3: Graduates will have attributes like professionals with world class academic excellence,
ethics, best practices, values, social concerns, lifelong learning and openness to other
international cultures to meet the global needs.

PEO 4: Graduates will have managerial and entrepreneur skills with cross-cultural etiquettes,

leading to a sustainable competitive edge in R&D and meeting societal needs.




Guest Lecture

A number of Guest Lectures from various Institutional and Industrial Experts in the field were
organized by department OF CSE for in-depth understanding of the subjects. Table shows the

list of some guest lecturers organized.

Date Topic Resource person

07-0CT-17 Personality Development Dr.E.Sreenivasa Reddy,
Professor & Principal,A.N.
U, Guntur

22-Dec-17 UML & DP Dr. K. K. Basheer,Associate
Professor,Sree
Vidyanikethan Engineering
College

18-Aug-17 OPERATING SYSTEMS Gautham
Kamath,Freelance Trainer,
Microsoft Technologies

Guest lecture on personality development
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Students Participation in inter-institute events

S.No Name of the student Date Title of the College/university &
event location
1 26-27, OCT HTML,CSS& ACHARYA NAGARJUNA
CHINTHALA DIVYASREE 2017 JAVASCRIPT UNIVERSITY,GUNTUR
2 26-27, OCT HTML,CSS& ACHARYA NAGARJUNA
CHITTINENI NEELIMA 2017 JAVASCRIPT UNIVERSITY,GUNTUR
3 26-27, OCT HTML,CSS& ACHARYA NAGARIJUNA
DARAPANENI HARITHA 2017 JAVASCRIPT UNIVERSITY,GUNTUR
4 26-27, OCT HTML,CSS& ACHARYA NAGARIJUNA
DARLA DEEPTHI 2017 JAVASCRIPT UNIVERSITY,GUNTUR
5 26-27, OCT HTML,CSS& ACHARYA NAGARIJUNA
DODDA SRIVIDYA 2017 JAVASCRIPT UNIVERSITY,GUNTUR
6 26-27, OCT HTML,CSS& ACHARYA NAGARJUNA
MARELLA SAI RAHUL 2017 JAVASCRIPT UNIVERSITY,GUNTUR
7 MUDIGONDA SRI SAI 26-27, OCT HTML,CSS& ACHARYA NAGARJUNA
SANKAR SATYA KALYAN 2017 JAVASCRIPT UNIVERSITY,GUNTUR
8 NIDAMANURI RAHUL 26-31, DEC- Workshop on Vignan
KUMAR 2017 Python University,guntur
9 26-31, DEC- Workshop on Vignan
PALADUGU NIKHIL 2017 Python University,Guntur
10 26-31, DEC- Workshop on Vignan
PATHURI RAVI KISHORE 2017 Python University,guntur
11 26-31, DEC- Workshop on
POLISETTY KARTHIK 2017 Python VignanUniversity,guntur
12 26-31, DEC- Workshop on Vignan
SAVARE ANIL KUMAR 2017 Python University,guntur
13 26-31, DEC- Workshop on Vignan
TANNEERU SRIKANTH 2017 Python University,guntur
14 26-31, DEC- Workshop on Vignan
TANNERU AMBIKA 2017 Python University,guntur
15 26-31, DEC- Workshop on Vignan
MUPPARAJU YASHITHA 2017 Python University,guntur
students who participated outside a state
S.No Name of the student Date Title of the College/university
event & location
1 ALLA DIVYA 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
2 BACHINA KAVYA 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
3 BANDARU DIVYA SRI 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
4 BANDI RAMYA 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
5 BODAPATI NAVEENA 15-10-17 Web Sathyabama




development University, Chennai
using Bootstraps
6 CHITTIMALA SIRISHA 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
7 DRONADULA SIREESHA 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
8 DWARASALA SRAVANI 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
9 GANDLA NAGA JYOTHI 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
10 GORANTLA KOUSALYA 15-10-17 Web Sathyabama
development University, Chennai
using Bootstraps
11 GULLAPALLI SWATHI 20-12-17 Ethical Hacking SRM university,
Chennai

Placement Training

1 23.12.2017 Mr.Anjaneyulu Awareness Program on
placements
2 20.12.2017 Mr. Ramakrishna Career Guidance Awareness
Program
3 28.11.2017 Mr.Nagavilas Technical essential Awareness
Program

PROGRAMS CONDUCTED BY EDC

Mrs. Rani Kumari,
Branch Manager, SBI,

Taguturu

Financial Assistance for

SME(Small,Medium Enterprises)

Students of
different years &
different
branches

15.12.2017




Student Achievements & Contributions

Name of the Student Name of the Event | Position/Prize | Awarded by
M.LAKSHMI JNTU-K UNIVERSITY SELECTED TO JNTU-KAKINADA
BASKETBALL(WOMEN) JNTU-KAKINADA UNIVERSITY
SELECTION TRAILS UNIVERSITY TEAM TEAM
E.ANJALI JNTU-K UNIVERSITY SELECTED TO JNTU-KAKINADA
BASKETBALL(WOMEN) JNTU-KAKINADA UNIVERSITY
SELECTION TRAILS UNIVERSITY TEAM TEAM
M.LAKSHMI SENIOR INTER- DISTRICT Participated Govt of A.P
THROWBALL(WOMEN)
TOURNAMENT
K.UPENDRA A.P STATE SENIOR INTER Participated Govt of A.P
B.HARI KRISHNA DISTRICT
BASKETBALL(MEN)
TOURNAMENT

M.VIJAYA BHASKAR REDDY

JNTU-K BASKETBALL

Participated

JNTU-KAKINADA

K.UPENDRA SELECTION TRAILS
B.HARI KRISHNA
M.LAKSHMI PRAKASAM DISTRICT Participated Govt of A.P
E.ANJALI ENGINEERING COLLEGES
NAGA LAKSHMI THROWBALL
SUSMITHA TOURNAMENT
NEELIMA

LAKSHMI PRASANNA

SAI PRAVALLIKA

Two Students Selected to State Level Basket Ball Competitions- 10.11.2017




Students Selected to District Level Women Through Ball Competitions

JNTU K Women Basket Ball Selections

Two Students Selected to JNTU KBasket Ball Selections
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Activities beyond Curriculum
NSS Activity VANAM-MANAM Programme Free DENTAL Test Camp _24.10.2017
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Yuva Mahothsav-2018 Celebrations
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Technical Articles

Teaching Clanguage models grammar really does
make them smarter

Volce assistants like Siri and Alexa can tell the weather and crack a good joke,
but any g-year-old can carry on a better conversation.

The deep Learning models that power Sirl and Alexa Learn to understand our
commands by picking out patterns tn sequences of words and phrases. Thelr
narvow, statistical understanding of language stands tn sharp contrast to our
own creative, spontaneous ways of speaking, a skill that starts developing even
before we are born, while we've still tn the wonmb.

To glve computers some of our innate feel for language, researchers have started
tratning deep Learning models on the gramumatical vules that weost of us grasp
Intultively, even f we never Learned how to dingram a semtence bn school.
Grammatical constraints seem to help the models learn faster and perform
better, but because neural wetworks veveal very Little about their decision-
making process, researchers have struggled to conflrm that the gains are due to
the grammar, and not the models’ expert ability at finding patterns in
sequences of words.

Now psycholinguists have stepped tn to help. To peer inside the wodels,
researchers have taken psycholinguistic tests originally developed to study
human language understanding and adapted them to probe what neural
networks know about language. In a pair of papers to be presented tn june at
the North  American  Chapter  of  the Assoclation  for  Computational
Lingulstics conference, vesearchers from MIT, Harn/ard University, University
of California, BM Research, and Kyoto University have devised a set of tests to
tease out the wmodels’ knowledge of specific grammatical vules. They find
evidence that grammar-enriched deep learning models comprenend some fairly
sophisticated rules, performing better than wodels trained own Little-to-no
gravumar, and ustng a fraction of the data.

‘Gravumar helps the wmodel behave in more human-like ways,” says Miguel
Ballesteros, an BM researcher with the MIT-TBM Watson Al Lab, and co-author
of both studies. “The sequential wmodels don't seem to carve if you flnish a
sentence with a non-grammatical phrase. Why? Because they don't see that
hierarchy.”

As a postdoc at Carnegle Mellon University, Ballesteros helped develop a method
for training wmodern language models on semtence structure called recurvent
newral network gramumars, or RNNGsS. n the current research, he and his
colleagues exposed the RNNG wodel, and similar wmodels with Llittle-to-no
arammar_tralning, to sentences with good, bad, or ambiguous syntax. \When



https://naacl2019.org/
https://naacl2019.org/
http://miguelballesteros.com/index.html
http://miguelballesteros.com/index.html
https://mitibmwatsonailab.mit.edu/
https://arxiv.org/abs/1602.07776
https://arxiv.org/abs/1602.07776

human subjects are askeo to read sentences that sound grammatically off, thelr
surprise is vegistered by longer response tlmes. For computers, surprise is
expressed in probabilities; when Low-probability words appear tn the place of
high-probability words, researchers give the models a higher surprisal score.
They found that the best-performing model — the grammar-enriched RNNG
model — showed greater surprisal when exposed to grammatical anowalies; for
example, whew the word “that” bproperly appears tnstead of “what” to tntroduce
an enbedded clause; “I know what the Lion devoured at sunrise” Is a perfectly
natural sentence, but “I know that the Lion devoured at sunrise” sounds Like it
has something missing — because it does.

Linguists call this type of construction a dependency between a filler (a word
like who or what) and a gap (the absence of a phrase where one is typleally
required). Evem when more complicated constructions of this type are showw to
grammar-enriched models, they — Llike native speakers of Buglish — clearly
Rnow which ones are wrong.

For example, “The policeman who the criminal shot the politician with his guun
shocked during the trial” is anomalous; the gap corresponding to the filler “who”
should come after the verb, “shot,” not “shocked.” Rewriting the sentence to
change the position of the gap, as in “The policeman who the criminal shot with
his gun shocked the jury during the trial,” is longwinded, but perfectly
grovumatical.

“Without being trained on tens of millions of words, state-of-the-art sequential
models don't care where the gaps are and aren't tn sentences Like those,”
says Roger Levy, a professor tn MIT's Deparbiment of Brabn and Coguitive
Sclences, and co-author of both studies. “A human would find that really welrd,
and, apparently, so do grammar-enriched models.”

Bad gravumar, of course, not only sounds welrd, It can turn an entire sentence
into gibberish, wnderscoring the mportance of syntax tn cognition, and to
psycholinguists who study syntax to Learn more about the brain’s copacity for
symbolic thought.“Getting the structure vight Ls mportant to understanding
the meaning of the sentence and how to lnterpret " says Peng Qlan, a
graduate student at MIT and co-author of both studties.

The researchers plan to next run thelr experiments on larger datasets ano find
out if grammar-enriched models learn new words anol phrases faster. Just as
submitting newral wnetworks to psychology tests is helping Al englneers
wnderstand and Lmprove langunge wodels, psychologists hope to use this
bnformation to build better models of the bratn.

“Some component of our genetic endowment gives us this rich ability to speak,”
says Ethan wilecox, a graduate student at Harvard and co-author of both
studies. “These are the sorts of wethods that can produce insights into how we
Learn and understand language whew our closest Rin cannot.”



http://www.mit.edu/~rplevy/
https://bcs.mit.edu/
https://bcs.mit.edu/
https://bcs.mit.edu/users/pqianmitedu
https://linguistics.fas.harvard.edu/people/ethan-wilcox

Songor-packed glove Coarng signatures of the Auman
grasp

wearing a sensor-packed glove while handling a variety of objects, MIT researchers have
compiled a wmassive dataset that enables an Al system to recognize objects through touch
alone. The information coulol be leveraged to help robots Loentify and manipulate objects, and
may aid tn prosthetics design.

The researchers developed a Low-cost knitted glove, called “scalable tactile glove” (STAG),
equipped with about 550 tiny sensors across nearly the entive hand. Bach sensor captures
pressure signals as humans interact with objects in various ways. A newral network processes
the signals to “learn” a dataset of pressure-signal patterns related to specific objects. Thew, the
system uses that dataset to classify the objects and predict thelr weights by feel alone, with
wo visual bnput needed.

n o paper published today in Nature, the researchers describe a dataset they compiled using
STAG for 26 common objects — bncluding a soda can, scissors, tennis ball, spoon, pen, and
mug. Using the dataset, the system predicted the objects” iolentities with up to 7& percent
accuracy. The system can also predict the corvect welghts of wost objects within about &0

grams.

Similar sensor-based gloves used today run thousands of dollars and often contain only
around 50 sensors that copture less information. Bven though STAG produces very high-
resolution data, it's made from commercially available materials totaling around $10.

The tactile sensing system could be used in combination with traditional computer vision
and lmage-based datasets to give robots a wore human-like understanding of tnteracting
with objects.

“Humans can Ldentify and handle objects well because we have tactile feedback. As we touch
objects, we feel around and realize what they arve. Robots don't have that rich feedback,” says
Subramanion Sundaram Phd 18, a former graduate student in the Computer Sclence and
Avrtifictal Intelligence Labomtorg (CsAIL). “weve always wanted robots to do what humans
can do, like doing the dishes or other chores. (f you want robots to do these things, they must
be able to manipulate objects really well.”

The researchers also used the dataset to menasure the cooperation between regions of the hand
during object interactions. For example, when someone uses the middle jolnt of thelr tnoex
finger, they ravely use thelr thumb. But the tips of the tndex and middle fingers always
correspond to thumb usage. “We quantifinbly show, for the first thme, that, if 'm using one
part of my hand, how Llikely | am to use another part of my hand,” he says.Prosthetics
manufacturers can potentially use information to, say, choose optimal spots for placing
pressure semsors and help customize prosthetics to the tasks and objects people regularly
nteract with.




Joining Swundaram on the paper are: CSAIL postdocs Petr Kellnhofer and Jun-Yan Zhw;

CSAIL graduate student Yunzhu UL Antonlo Torralba, a professor in EECS and dirvector of
the MIT-IBM watson Al Lab; and wWojclech Matusik, an assoclate professor in electrical
engineering and computer science ano head of the Computational Fabrication group.

STAG s laminated with an electrically conductive polymer that changes resistance to
opplied pressure. The vesearchers sewed conductive threads through holes tn the conductive
polymer film, from fingertips to the base of the palm. The threads overlap in a way that turns
them into pressure sewsors. When someone weartng the glove feels, Lifts, holds, and drops an
object, the sensors vecord the pressure at each point.

The threads connect from the glove to an external civeuit that translates the pressure data into
“toctile wmaps,” which ave essentially brief videos of dots growing and shrinking across a
graphic of a hand. The dots represent the location of pressure polnts, and thelr size represents
the force — the bigger the dot, the greater the pressure.

From those maps, the researchers compiled a dataset of about 125,000 video frames from
interactions with 2¢ objects. Those frames can be used by a newral network to predict the
tdentity and welght of objects, anol provide insights about the human grasp.

To wlewt’qu objects, the vesearchers designed a convolutional neural network (CNN), which is
usually used to chggL{M bmages, to assoclate specific pressure patterns with specific objects.
But the trick was choosing frames from different types of grasps to get a full pleture of the
object.

The idea was to mimic the way humans can hold an object in a few different ways in order to
recognize Lt, without using thelr eyesight. similarly, the researchers” CNN chooses up to eight
semibrandom frames from the video that vepresent the most dissimilar grasps — say, holding
a wmug from the bottom, top, and handle.

But the CNN cant just choose random frames from the thousands tn each video, or it
probably won't choose distinct grips. instead, it groups similar frames together, resulting in
distinct clusters corvesponding to unique grasps. Then, it pulls one frame from each of those
clusters, ensuring it has a representative somple. Thew the CNN uses the contact patterns it
learned in training to predict an object classification from the chosen frames.

“We want to maximize the variation between the frames to give the best possible tnput to our
network,” Kellnhoter says. “All frames lnside a single cluster should have a stwilar
signature that represent the similar ways of grasping the object. Sampling from multiple
clusters stmulates a human interactively trying to find different grasps while exploring an
object.”

For welght estimation, the vesearchers built a separvate dataset of around 11,600 frames from
tactile maps of objects being pickeo up by finger and thumb, held, and dropped. Notably, the
CNN wasn't trained on any frames it was tested on, meaning it couldn't learn to Just
associate welght with an object. In testing, a single frame was nputted into the CNN.




Essentially, the CNN picks out the pressure around the hand caused by the object’s weight,
and gnores pressure caused by other factors, such as hand positioning to prevent the object
from slipping. Thew it calculates the weight based on the appropriate pressures.

The system could be combined with the sensors already on robot jolnts that measure toraque
and force to help them better predict object welght. Joints are bmportant for predicting welght,
but there ave also mportant components of welght from fingertips and the palm that we
capture.

Puzzle corner

The Birthday cake has all gone but there
ave twelve piles of Smarties left. Each pile
is held together by ieing so can't be split
up. Most of the guests have gone, but
Hungry Horace and his two friends want
to shave out the smarties equally.

Can You draw around the piles so that
everybody gets 25 Smarties each?




Our Solution:

The diagram below shows one way to group the Smarties so that Horace and his friends get 25
each.

y
$® .
o>

Another way would be: 12+9+3+1, 12+13 and 4+1+3+3+8+6.
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Ongole to Vijayavada-148 K.m
Ongole to Guatur- 112 K.m
Ongole to Hyderabad - 345 Km
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